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1 Introduction

Variational inequalities, which were introduced by Stampacchia [51] in 1964, have
been intensively studied and widely applied to some practical problems arising
in economics, transportation, network and structural analysis, elasticity, engineer-
ing and mechanics, supply chain management, finance and game theory (see,
e.g., [10–12, 28, 33–36, 38, 39, 47, 49, 54, 55, 58, 61] etc.). Recently, optimization
problem with variational inequality, equilibrium and complementarity constraints,
have caused many authors’ interests (see, e.g., [7, 18, 31, 32, 40–43, 45, 50, 56,
59, 60] etc.). Mordukhovich [44] studied an equilibrium problems with equilib-
rium constraints (EPECs) and mathematical programs with equilibrium constraints
(MPECs) via multiobjective optimization, and obtained some optimality conditions
for (EPECs) based on advanced generalized differential tools of variational analy-
sis. Outrata [48] applied the (EPECs) to an oligopolistic market with several large
and several small firms, derived two types of necessary conditions for a solution of
this game and briefly discussed the possibilities of its computation. Su [52] defined
equilibrium problems with equilibrium constraints by finding an equilibrium point
that solves several mathematical program with equilibrium constraints, and studied
it in stationarity conditions and algorithms aspects. Cervinka [8] also studied a class
of (EPECs) in which lower-level one was described by Nash equilibrium problem,
and applied (EPECs) to Oligopolistic market problem, deregulated electricity market
model and traffic equilibrium with private toll roads.

In 2010, Moudafi [46] introduced a class of bilevel monotone equilibrium problem
(shortly (BEP)): find x ∈ SF such that

H(x,y) � 0, ∀y ∈ SF ,

where SF is the solution set of the equilibrium problem: find y ∈ K such that

F(y, z) � 0, ∀z ∈ K,

where K is a nonempty closed convex subset of a Hilbert space, and H,F : K ×K →
R are two functions. He pointed out that (BEP) is a generalization of optimization
problems with equilibrium, variational inequalities, complementarity constraints. By
using the proximal method, an iterative algorithm to compute approximate solution
of the (BEP) and the weak convergence of the iterative sequence generated by the
algorithm were suggested and derived, respectively. Dinh and Muu [27] further stud-
ied the (BEP) in finite dimensional Euclidean space, and applied penalty function to
converted (BEP) into one-level equilibrium problem.

Motivated by Moudafi’s works [46], Ding [22, 23] considered the following bilevel
mixed equilibrium problem (shortly (BMEP)) (1.1)–(1.2) in reflexive Banach spaces:
find x ∈ Sf,ψ such that

h(x, y) + φ(y, x) − φ(x, x) � 0, ∀y ∈ Sf,ψ , (1.1)

where Sf,ψ is the solution set of the mixed equilibrium problem: find y ∈ K such that

f (y, z) + ψ(z, y) − ψ(y, y) � 0, ∀z ∈ K, (1.2)
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where E is a real Banach space with its dual space E∗, the norm and the dual pair
between E and E∗ are denoted by ‖ · ‖ and 〈·, ·〉, respectively. Let K be a nonempty
closed and convex subset of E, h,f : K × K → R ∪ {+∞} and φ,ψ : E × E →
R ∪ {+∞} are bifunctions. Ding [22, 23] studied the existence of solution and iter-
ative algorithms for (BMEP) (1.1)–(1.2). Thereafter, Ding [24, 25], and Ding, Liou
and Yao [26] further generalized the (BMEP) (1.1)–(1.2) in different ways. Inspired
by Ding [22] and Moudafi [46], Chadli, Mahdioui and Yao [9] studied the following
(BMEP) in reflexive Banach spaces: find x ∈ Sf,ψ such that

h(x, y) � 0, ∀y ∈ Sf,ψ ,

where Sf,ψ is the solution set of mixed equilibrium problem (1.2). They derived
some existence results of the bilevel model, constructed an iterative algorithm to
approximate its solution by regularization method, and proved the convergence of
the sequence generated by the proposed algorithm. Very recently, Anh, Khanh and
Van [1] investigated the well-posedness for (BEP) and optimization problems with
equilibrium constraints under the relaxed level closedness and pseudocontinuity as-
sumptions, and gave some sufficient conditions and metric characterizations for well-
posedness of (BEP). Anh, Kim and Muu [2] studied the following bilevel variational
inequalities in finite dimensional Euclidean space: find x∗ ∈ Sol(G,C) such that

〈
F

(
x∗), x − x∗〉 � 0, ∀x ∈ Sol(G,C),

where F : Sol(G,C) → R
n,G : C →R

n, Sol(G,C) is the set of solution of the vari-
ational inequality: find y∗ ∈ C such that

〈
G

(
y∗), y − y∗〉 � 0, ∀y ∈ C.

They used the extragradient algorithm to approximate the solution of the (BVI), and
proved the sequence generated by the proposed algorithm converges to some solution
of the problem. Clearly, the above bilevel variational inequalities is a special case of
(BEP) in Moudafi [46].

We observe that all bilevel models of [1, 2, 9, 13, 14, 22–27, 46] have no hi-
erarchical nesting structure. Since the feasible region of the upper-level variational
problem is defined by the solution set of the lower-level one, but the solution set of
the lower-level one is not effected by the solution to the upper-level one.

On the other hand, bilevel programming (BP), which is a special program of math-
ematical optimization problems, is a hierarchical optimization problem where a sub-
set of the variables is constrained to be a solution of a given optimization problem
parameterized by the remaining variables. Namely, (BP) involves two optimization
problems where the constraint region of the upper-level optimization problem known
as the leader’s problem is implicitly determined by the lower-level optimization prob-
lem known as the follower’s problem parameterized in the decision variable of the
leader. While the leader firstly makes his rational choice and the follower reacts op-
timally on the leader’s selection, the leader’s aim consists in finding such a selection
which, together with the follower’s response, minimizes some cost function (see, e.g.,
[18, 19] etc.).
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The general formulation of bilevel programming problem (BP) (see, e.g., [15, 18]
etc.) is defined by

min
x,y

F (x, y) subject to x ∈ X,G(x, y) � 0, y ∈ S(x),

where S(x) is the set of solutions to the lower-level problem parameterized in x:

min
y

f (x, y) subject to g(x, y) � 0,

where x ∈ R
n1 and y ∈ R

n2 , F : Rn1 × R
n2 → R and f : Rn1 × R

n2 → R are the
upper-level and lower-level objective functions, respectively, while the vector-valued
mappings G : Rn1 × R

n2 → R
m1 and g : Rn1 × R

n2 → R
m2 are the upper-level and

lower-level constraints, respectively. For the past decades, (BP) has often been stud-
ied in various directions, and received increasing applications in many fields such
as economics, electric utility, network design, transportation network, supply chain
management, finance and game theory (see, e.g., [5, 15, 18, 19, 21, 53] etc.). So,
it is a practical and useful tool for solving decision-making problems with hierar-
chical structure. In [20], Dempe and Dutta investigated the relationships between
bilevel programming (BP) and mathematical program with complementarity con-
straints (MPCC), pointed out that (BP) is not a special case of (MPCC) even when
the lower-level programming problem is a parametric convex optimization problem.
In [57], Xu, Li and Yang discussed the so-called bilevel variational inequality (1.3)–
(1.4) by neural network method.

Find (x, y) such that

x ∈ Ω2,
(
x′ − x

)T
y � 0 ∀x′ ∈ Ω2, (1.3)

where x is a solution of the following variational inequality:

x ∈ Ω1,
(
x′ − x

)T(
f (x) − y

)
� 0 ∀x′ ∈ Ω1, (1.4)

where Ω1,Ω2 are two closed convex subset of R
n,Ω2 ⊂ Ω1, f : Rn → R

n is a
vector-valued mapping, y ∈ R

n is a control variable. The bilevel problem (1.3)–(1.4)
seems to have hierarchical nesting structure. Observe that the decision variables of the
upper-level problem and the lower-level one are the same, the control variable y ∈R

n

is neither the decision variable of upper-level one nor that of lower-level one. Indeed,
bilevel problem (1.3)–(1.4) can be viewed as two-stage problem parameterized in the
control variable y.

The upper-level or lower-level problems are Nash equilibrium problems in the
models of [44, 48, 52]. As we know, Nash equilibrium problem is a multiplayer
games problem. In many practical problems, the upper-level or lower-level prob-
lems only involve one decision maker. Moreover, a Nash equilibrium problem can
be equivalently reformulated as variational inequalities (see, e.g., [34, 37, 42] etc.).
It is worth noting that the solution of (BP) must make the upper-level decision maker
and the lower-level one achieve optimal condition. In many practical problems, we
usually can only make a mutually acceptable solution (i.e., equilibrium solution) for
the upper-level and the lower-level decision makers. The acceptable solution can be
obtained by using variational inequality.
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Motivated and inspired by the above works, the aim of this paper is to introduce
and investigate a general model of the bilevel variational inequalities (BVI) with hier-
archical nesting structure that is analogous to (BP). The hierarchical process signifies
that while the leader has the first choice and the follower responses optimally on the
leader’s selection, the leader’s aim consists in finding such a selection which, together
with the follower’s response, is an optimal solution of the upper-level variational in-
equality. Subsequently, the existence of solution and the behavior of solution sets
to (BVI) and the lower-level variational inequality are discussed under some suitable
conditions. We apply the penalty method to transform (BVI) into one-level variational
inequality, and establish the equivalence between (BVI) and the one-level variational
inequality. A new iterative algorithm to compute the approximate solutions of (BVI)
is suggested and analyzed. The strong convergence of the iterative sequence gener-
ated by the proposed algorithm is also proved under some mild conditions. Finally,
some relationships among (BVI), system of variational inequalities and vector varia-
tional inequalities are presented.

The outline of the paper is as follows. We begin Sect. 2 by recalling the prelim-
inary results and presenting the problem formulation of (BVI). In Sect. 3, we carry
on the existence of solution and the behavior of solution sets to (BVI) and the lower-
level variational inequalities. By using penalty method, we transform (BVI) into a
one-level variational inequalities in Sect. 4. Based on Sect. 4, we construct an it-
erative algorithm to compute the approximation solution to (BVI), and analyze the
convergence of the presented algorithm in Sect. 5. The relationships among (BVI),
system of variational inequalities and vector variational inequalities are discussed in
Sect. 6.

2 Preliminaries

Throughout this paper, let K be a nonempty subset of the n-dimensional Euclidean
space Rn, Rm+ denote the nonnegative orthant of Rm, Φ : Rm ×R

n ×R
n →R∪{+∞}

and ψ : Rm × R
m → R ∪ {+∞} such that Φ(z, x,0) = 0 and ψ(z,0) = 0 for all

z ∈ R
m,x ∈ R

n, and let T : K → 2R
m

be a set-valued mapping, where 2R
m

is the
family of all nonempty subsets of Rm.

Consider the following bilevel variational inequalities (shortly (BVI)): find
(x, z) ∈ K ×R

m such that

Φ(z, x, x − y) � 0, ∀y ∈ K, (2.1)

where z ∈ S(x), S(x) is the solution set of the following variational inequalities de-
fined by bifunction with respect to a parameter x: find z ∈ T (x) such that

ψ(z, z − ν) � 0, ∀ν ∈ T (x). (2.2)

Equations (2.1) and (2.2) are called the upper-level Stampacchia type variation in-
equality (shortly (USVI)) and the lower-level Stampacchia type variation inequality
(shortly (LSVI)), respectively. The decision variables of problem (BVI) are divided
into two classes, namely, the upper-level decision variable x and the lower-level de-
cision variable z. Denote the optimal solution set of (BVI) by Θ .
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Next, we give some definitions similar to the terminology in bilevel programming
[18] for the (BVI):

• The constraint region of (BVI):

C = {
(y, ν) : ∀y ∈ K,ν ∈ T (y)

}
.

• The projection of C onto the upper-level’s decision space:

C(X) = {
y : (y, ν) ∈ C

}
.

• The constraint region of the lower-level Stampacchia type variational inequality
for some given x ∈ C(X):

C(x) = {
z : z ∈ T (x)

}
.

• The rational reaction set of the lower-level Stampacchia type variational inequality
for some given x ∈ C(X):

M(x) = {
z ∈ C(x) : ψ(z, z − ν) � 0, ∀ν ∈ C(x)

}
.

• The inducible region of (BVI):

IR = {
(x, z) ∈ C : z ∈ M(x), x ∈ C(X)

}
.

It is easy to see that C(X) = K , for each fixed x ∈ C(X), C(x) = T (x),M(x) = S(x)

and, the inducible region IR is connected if K and M(x) are connected. Moreover,
IR = {(x, z) : z ∈ S(x), x ∈ K} = Gr(S), the graph of S. We say that the induced
region IR is the feasible set of the (BVI). It is usually nonconvex and may be dis-
connected or even empty in the presence of upper-level constraints if the upper-level
constraints depends on the lower-level optimal solution (see, Examples 2.1 and 2.2).

Example 2.1 Let R = (−∞,+∞), K = [−1,− 1
2 ], and T (x) = [−1, x] for x ∈ K .

Let ψ(z, z − ν) = 〈−(2z + 1)(3z + 2)(4z + 3)ez, z − ν〉 and Φ(z, x, x − y) =
〈−(z + 1)(2z + 1)xez, x − y〉 for z, ν, x, y ∈ R. Simple computation allows that the
rational reaction set

M(x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

{−1}, if x ∈ [−1,− 3
4 ),

{− 3
4 }, if x ∈ [− 3

4 ,− 2
3 ),

{− 2
3 ,− 3

4 }, if x ∈ [− 2
3 ,− 1

2 ),

{− 1
2 ,− 2

3 ,− 3
4 }, if x = − 1

2 ,

and so, {(−1, t), (− 1
2 ,− 1

2 ), (− 1
2 ,− 2

3 ), (− 1
2 ,− 3

4 ) : t ∈ [−1,− 3
4 )} is the solution set

of (BVI) (2.1)–(2.2). Then the inducible region IR is disconnected and nonconvex.

Example 2.2 Let R
n = R

m = R = (−∞,+∞),K = (−1,− 1
2 ], T (x) = [− 3

2 ,

−1+ x
2 ],Φ(z, x, x −y) = 〈−3x2z−z(x −y), x −y〉 and ψ(z, z−ν) = 〈z−ν, z−ν〉

for all x, y, z, ν ∈ R. After computation, for all x ∈ K,M(x) = ∅. Hence, the in-
ducible region IR is empty.
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It is worth noting that the lower-level Stampacchia type variational inequalities
(LSVI) contains some existing variational inequalities. For instance, if for each
x ∈ K,T (x) ≡ Ω , ψ(z, d) = 〈Az,d〉 for all z, d ∈ R

m, where A : Rm → R
m is a

vector-valued mapping, then (LSVI) is reduced to the following classical Stampac-
chia type variational inequality [51]: find z∗ ∈ Ω such that

〈
Az∗, z∗ − z

〉
� 0, ∀z ∈ Ω.

If for each x ∈ K,T (x) ≡ Ω , ψ(z, d) = g′−(z, d) for all z, d ∈ R
m, where

g′−(z, d) = lim inf
r↘0

g(z + rd) − g(z)

r

is the lower Dini directional derivative of the function g : Rm → R ∪ {+∞} at z in
the direction d , then (LSVI) is reduced to the following differential type variational
inequality studied by Crespi, Ginchev and Rocca [16, 17]: find z∗ ∈ Ω such that

g′−
(
z∗, z∗ − z

)
� 0, ∀z ∈ Ω.

This shows that the variational inequalities of differential type studied by Crespi,
Ginchev and Rocca [16, 17] is a special case of the bifunction variational inequality,
which are closely related to nonsmooth optimization problems.

We observe that the following relationships among (BVI) and other types of
bilevel problems.

(I) If G : K → 2R
m
,K is a nonempty subset of Rm, and T (x) = K ∩ G(x) for all

x ∈ K , then (BVI) reduces to the following bilevel variational inequality: find
x ∈ K such that

Φ(z, x, x − y) � 0, ∀y ∈ K,z ∈ S(x),

where S(x) is the solution set of the following variational inequalities defined
by bifunction with respect to a parameter x: find z ∈ K such that z ∈ G(x) and

ψ(z, z − ν) � 0, ∀ν ∈ G(x) ∩ K.

The bilevel model is new, and shows that the lower-level decision maker is not
only affected by the action of the upper-level one, but also has its own con-
straints.

(II) If R
m = R

n and T (x) ≡ K for all x ∈ K , then (BVI) reduces to the follow-
ing quasi-bilevel variational inequality (shortly (QBVI)) defined by bifunctions:
find x ∈ Sψ such that

Φ(x,x − y) � 0, ∀y ∈ Sψ,

where Sψ is the solution set of the following variational inequalities defined by
bifunction: find z ∈ K such that

ψ(z, z − ν) � 0, ∀ν ∈ K.

If we set f (x, y) = Φ(x,x − y) and h(z, ν) = ψ(z, z − ν) for all x, y, z,

ν ∈ R, then (QBVI) reduces to a bilevel equilibrium problem of Moudafi [46].
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The (QBVI) reflects that the lower-level decision maker (follower) firstly
makes its decision and feedback all possible decisions to the upper-level de-
cision maker (leader). Thereafter, the leader makes a decision on the possible
decisions set of its follower. The leader does not affect the decisions of follower.
So, we also call the (QBVI) as two-stage variational inequalities.

(III) If for each x, y ∈ K,z, ν ∈ R
m, Φ(z, x, x − y) = 〈H(z, x), x − y〉 and

ψ(z, z− ν) = 〈p(z, ν), z− ν〉, where H : Rm ×R
n →R

n and H :Rm ×R
m →

R
m, then (BVI) reduces to the following bilevel variational inequality: find

x ∈ K such that
〈
H(z, x), x − y

〉
� 0, ∀y ∈ K,z ∈ S(x),

where S(x) is the solution set of the following variational inequalities parame-
terized in x: find z ∈ T (x) such that

〈
p(z, ν), z − ν

〉
� 0, ∀ν ∈ T (x).

(IV) If for each x, y ∈ K,z ∈ R
m, Φ(z, x, x − y) = φ(z, x) − φ(z, y), then (BVI)

reduces to the following optimization problem with variational inequality con-
straints:

min
x,z

φ(z, x) subject to x ∈ K,z ∈ Sψ(x),

where Sψ(x) is the solution set of the following variational inequalities defined
by bifunction with respect to the parameter x: find z ∈ T (x) such that

ψ(z, z − ν) � 0, ∀ν ∈ T (x).

(V) If for each x, y ∈ K,z, ν ∈ R
m, Φ(z, x, x − y) = E(z, x, x) − E(z, x, y) and

ψ(z, z − ν) = Q(z, z) − Q(z, ν), where for each z ∈ R
m,E(z, y, y) = 0 and

Q(ν, ν) = 0 for all y ∈ R
n, ν ∈ R

m, i.e., E(z, ·, ·) and Q(·, ·) are two equilib-
rium functions, then (BVI) reduces to the following bilevel equilibrium problem
with hierarchical nesting structure:

find x ∈ K such that E(z, x, y) � 0, ∀y ∈ K,z ∈ SQ(x),

where SQ(x) is the solution set of the following equilibrium problem parame-
terized in x:

find z ∈ T (x) such that Q(z, ν) � 0 ∀ν ∈ T (x).

Obviously, the above bilevel equilibrium problem is distinct from that of
Chadli, Mahdioui and Yao [9], Ding [22, 23], Ding, Liou and Yao [26], Dinh
and Muu [27] and Moudafi [46].

(VI) If for each x, y ∈ K,z, ν ∈ R
m, Φ(z, x, x − y) = φ(z, x) − φ(z, y) and

ψ(z, z − ν) = ϕ(z) − ϕ(ν), then (BVI) reduces to the following bilevel pro-
gramming problem:

min
x,z

φ(z, x) subject to x ∈ K,z ∈ Sψ(x),
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where Sψ(x) is the solution set of the following optimization problem parame-
terized in x:

min
z

ϕ(z) subject to z ∈ T (x).

These suffice that the bilevel model of (BVI) is very general bilevel problem
with hierarchical structure and includes some existing bilevel problems such
as bilevel equilibrium, mathematical programming with variational inequalities
and equilibrium constraints and related bilevel programming problems as spe-
cial cases.

We first recall some definitions and lemmas which are needed in our main results.

Definition 2.1 [30] Let Ξ be a nonempty subset of Rm. A bifunction ψ : Ξ ×R
m →

R is said to be

(i) monotone if

ψ(x, y − x) + ψ(y, x − y) � 0, ∀(x, y) ∈ Ξ × Ξ ;
(ii) strictly monotone if

ψ(x, y − x) + ψ(y, x − y) < 0, ∀(x, y) ∈ Ξ × Ξ,x �= y;
(iii) ι-strongly monotone if there exists a constant ι > 0 such that

ψ(x, y − x) + ψ(y, x − y) � −ι‖x − y‖2, ∀(x, y) ∈ Ξ × Ξ ;
(iv) pseudomonotone if for any (x, y) ∈ Ξ × Ξ ,

ψ(x, y − x) � 0 ⇒ ψ(y, x − y) � 0.

It is easy to see that

ι-strong monotonicity ⇒ strict monotonicity

⇒ monotonicity ⇒ pseudomonotonicity.

Definition 2.2 [30, 35] Let Ξ be a nonempty subset of Rm. A bifunction ψ : Ξ ×
R

m → R is said to be subodd if

ψ(x, d) + ψ(x,−d) � 0, ∀x ∈ Ξ,d ∈R
m.

In the sequel, we give some properties on the suboddness, monotonicity and pseu-
domonotonicity of ψ .

Proposition 2.1 Let Ξ be a nonempty subset of Rm, ψ : Ξ × R
m → R be subodd

and monotone. Then

ψ(x, x − y) + ψ(y, y − x) � 0, ∀x, y ∈ Ξ.



492 Z. Wan, J.-w. Chen

Proof For any x, y ∈ Ξ , by the monotonicity of ψ , we have

ψ(x, y − x) + ψ(y, x − y) � 0. (2.3)

Since ψ : Ξ ×R
m → R is subodd, we have

ψ(x, y − x) + ψ(x, x − y) � 0 (2.4)

and

ψ(y, y − x) + ψ(y, x − y) � 0. (2.5)

By adding the left of inequalities (2.4) and (2.5), we get
(
ψ(x, y − x) + ψ(y, x − y)

) + (
ψ(x, x − y) + ψ(y, y − x)

)
� 0. (2.6)

From (2.3) and (2.6), it follows that

ψ(x, x − y) + ψ(y, y − x) � 0. �

Proposition 2.2 Let Ξ be a nonempty subset of Rm, ψ : Rm × R
m → R be subodd

and strictly monotone. Then

ψ(x, x − y) + ψ(y, y − x) > 0, ∀x, y ∈ Ξ,x �= y.

Proof For any x, y ∈ Ξ,x �= y, by the strict monotonicity of ψ , we have

ψ(x, y − x) + ψ(y, x − y) < 0. (2.7)

It follows from (2.6) that

ψ(x, x − y) + ψ(y, y − x) � −(
ψ(x, y − x) + ψ(y, x − y)

)
. (2.8)

By virtue of (2.7) and (2.8), it follows that

ψ(x, x − y) + ψ(y, y − x) > 0. �

Proposition 2.3 Let Ξ be a nonempty subset of Rm, ψ : Rm × R
m → R be subodd

and ι-strongly monotone. Then

ψ(x, x − y) + ψ(y, y − x) � ι‖x − y‖2, ∀x, y ∈ Ξ.

Proof For any x, y ∈ Ξ , by the ι-strong monotonicity of ψ , we have

ψ(x, y − x) + ψ(y, x − y) � −ι‖x − y‖2. (2.9)

Therefore, from (2.8) and (2.9),

ψ(x, x − y) + ψ(y, y − x) � ι‖x − y‖2. �

Proposition 2.4 Let Ξ be a nonempty subset of Rm, ψ : Ξ × R
m → R be subodd

and pseudomonotone. If ψ(y, y − x) � 0 for x, y ∈ Ξ , then

ψ(x, x − y) + ψ(y, x − y) � 0.
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Proof Since ψ(y, y − x) � 0 for x, y ∈ Ξ , and from the suboddness of ψ , it follows
that

ψ(y, x − y) � 0.

Note that ψ : Rm ×R
m → R is pseudomonotone. We obtain

ψ(x, y − x) � 0.

Again from the suboddness of ψ , we have

ψ(x, x − y) � 0.

Therefore,

ψ(x, x − y) + ψ(y, x − y) � 0. �

Definition 2.3 [3] A bifunction ψ : Rm ×R
m → R is said to be

(i) hemicontinuous if for any z,w ∈ R
m and r ∈ [0,1], the function r �→ Ψ (rw +

(1 − r)z,w − z) is continuous at 0+;
(ii) lower-hemicontinuous if for any z,w,v ∈R

m and r ∈ [0,1], the function g(r) =
Ψ (rw + (1 − r)z, rw + (1 − r)z + v) is lower-semicontinuous at 0+.

Definition 2.4 [3, 6] Let P be a Hausdorff topological vector space, and E be a lo-
cally convex Hausdorff topological vector space. A set-valued mapping G : P → 2E

is said to be

(i) upper semicontinuous (shortly, usc) at υ0 ∈ P iff, for each open set V with
G(υ0) ⊂ V , there exists δ > 0 such that

G(υ) ⊂ V, ∀υ ∈ B(υ0, δ);
(ii) lower semicontinuous (shortly, lsc) at υ0 ∈ P iff, for each open set V with

G(υ0) ∩ V �= ∅, there exists δ > 0 such that

G(υ) ∩ V �= ∅, ∀υ ∈ B(υ0, δ);
(iii) closed iff, the graph of G is closed, i.e., the set Gr(G) = {(ζ, υ) ∈ P × E : ζ ∈

G(υ)} is closed in P × E.

We say G is lsc (resp. usc) on P iff it is lsc (resp. usc) at each υ ∈ P . G is called
continuous on P iff it is both lsc and usc on P .

Remark 2.1 [3, 6]

(i) G is lsc at υ0 ∈ P if and only if, for any net {υα} ⊆ P with υα → υ0 and ζ0 ∈
G(υ0), there exists a net {ζα} ⊆ E with ζα ∈ G(υα) for all α, such that ζα → ζ0;

(ii) If G is compact-valued, then G is usc at υ0 ∈ P if and only if, for any net
{υα} ⊆ P with υα → υ0 and for any net {ζα} ⊆ E with ζα ∈ G(υα) for all α,
there exists ζ0 ∈ G(υ0) and a subnet {ζβ} of {ζα} such that ζβ → ζ0;

(iii) If G is usc and closed-valued, then G is closed; Conversely, if G is closed and
E is compact, then G is usc.
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Definition 2.5 [3, 4] Let K be a nonempty convex subset of Rn. A set-valued map-
ping T : K → 2R

m
is said to be

(i) convex if,

λT (x1) + (1 − λ)T (x2) ⊆ T
(
λx1 + (1 − λ)x2

)
, ∀x1, x2 ∈ K,λ ∈ [0,1];

(ii) convex-valued (compact-valued, closed-valued) if, the images T (x) of all points
x ∈ K are convex (compact, closed).

Remark 2.2 It is well-known that T : K → 2R
m

is convex if and only if the graph
Gr(T ) is convex subset of Rn ×R

m, where Gr(T ) = {(y, z) : z ∈ T (y)} is the graph
of T ; If T is a convex mapping, then T is convex-valued. Indeed, for each y ∈ K ,
any z1, z2 ∈ T (y), we have (y, z1), (y, z2) ∈ Gr(T ) and so, λz1 + (1−λ)z2 ∈ T (λy +
(1 − λ)y) = T (y) for all λ ∈ [0,1].

Proposition 2.5 Let K be a nonempty closed and convex subset of Rn and T : K →
2R

m
be closed and convex. Then C is closed and convex.

Proof Let {(yk, vk)} ⊆ C such that (yk, vk) → (y0, v0). Then vk ∈ T (yk). By the
closedness of T , v0 ∈ T (y0). Thus (y0, v0) ∈ C, i.e., C is closed.

On the other hand, let (y1, v1), (y2, v2) ∈ C. Then v1 ∈ T (y1) and v2 ∈ T (y2). By
the convexity of T and K , λy1 + (1 − λ)y2 ∈ K and λv1 + (1 − λ)v2 ∈ T (λy1 +
(1 − λ)y2) for all λ ∈ [0,1]. Consequently, (λy1 + (1 − λ)y2, λv1 + (1 − λ)v2) ∈ C.
Therefore, C is closed and convex. �

Definition 2.6 [29] Let D be a nonempty subset of a linear space X. A set-valued
mapping H : D → 2X is said to be a KKM mapping if for any finite subset
{z1, z2, · · · , zk} of D,

co{z1, z2, · · · , zk} ⊆
k⋃

j=1

H(zj ),

where co{z1, z2, · · · , zk} denotes the convex hull of {z1, z2, · · · , zk}.

Lemma 2.1 [29] Let D be a nonempty convex subset of a Hausdorff topological
vector space X and let H : D → 2X be a KKM mapping with closed values. If there
exists some z0 ∈ D such that H(z0) is a compact subset of X, then there exists z∗ ∈ D

such that z∗ ∈ H(z) for all z ∈ K , i.e.,
⋂

z∈D H(z) �= ∅.

3 Existence Results for (BVI)

In this section, we investigate the sufficient optimality conditions for (LSVI) and
(BVI) when the rational reaction set M(x) is a singleton under some suitable condi-
tions, and discuss some topological properties of their solutions.

Theorem 3.1 Let T : K → 2R
m

be closed and convex-valued, ψ : Rm ×R
m →R be

subodd and pseudomonotone. Assume that the following conditions hold:
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(i) the function z �→ ψ(·, · − z) is concave, i.e., z �→ −ψ(·, · − z) is convex;
(ii) for each z ∈ R

m,ψ(·, · − z) is lower-hemicontinuous.

Then for each x ∈ K , the following problems are equivalent:

(a) find z∗ ∈ T (x) such that

ψ
(
z∗, z∗ − z

)
� 0, ∀z ∈ T (x);

(b) find z∗ ∈ T (x) such that

ψ
(
z, z∗ − z

)
� 0, ∀z ∈ T (x).

Proof (a) ⇒ (b): Suppose that z∗ ∈ T (x) is a solution of (a), i.e., z∗ ∈ M(x). We
have

ψ
(
z∗, z∗ − z

)
� 0, ∀z ∈ T (x).

Since ψ :Rm ×R
m → R is subodd,

ψ
(
z∗, z∗ − z

) + ψ
(
z∗, z − z∗) � 0

and so, ψ(z∗, z − z∗) � 0. By the pseudomonotonicity of ψ , we obtain

ψ
(
z, z∗ − z

)
� 0.

This yields that z∗ is a solution of (b).
(b) ⇒ (a): Suppose that z∗ ∈ T (x) is a solution of (b). Then

ψ
(
z, z∗ − z

)
� 0, ∀z ∈ T (x).

By the suboddness of ψ ,

ψ
(
z, z∗ − z

) + ψ
(
z, z − z∗) � 0, ∀z ∈ T (x).

Moreover, we get

ψ
(
z, z − z∗) � 0, ∀z ∈ T (x).

Let zt = tz + (1 − t)z∗ for all t ∈ (0,1). Then zt ∈ T (x) and, from ψ(zt ,0) = 0, we
have

0 = ψ(zt , zt − zt ) � tψ(zt , zt − z) + (1 − t)ψ
(
zt , zt − z∗).

Furthermore, we have

ψ(zt , zt − z) � 0, ∀z ∈ T (x).

Let g(t) = ψ(zt , zt − z). By condition (ii), g is lower-semicontinuous and so,

ψ
(
z∗, z∗ − z

) = g(0) � lim inf
t↘0

g(t) = lim inf
t↘0

ψ(zt , zt − z) � 0, ∀z ∈ T (x).

Therefore, z∗ ∈ M(x). �

Remark 3.1 Compared with Lemma 5.1 of Fang and Hu [30], we removed the posi-
tive homogeneity of ψ with respect to the second variable.
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Theorem 3.2 Let T : K → 2R
m

be closed convex-valued, ψ : Rm × R
m → R be

subodd and monotone. Assume that the following conditions hold:

(i) the function z �→ ψ(·, · − z) is concave and usc;
(ii) for each z ∈ R

m,ψ(·, · − z) is lower-hemicontinuous.

Then for each x ∈ K , the solution set M(x) of (LSVI) is closed and convex.

Proof Let x ∈ K . Clearly, M(x) ⊆ T (x). Since T : K → 2R
m

is closed convex-
valued, we obtain that T (x) is a closed and convex subset of Rm. Without loss of
generality, assume that M(x) is nonempty. We divide the rest proof into two steps.

Step 1. We show that M(x) is convex. Take any z′, z′′ ∈ M(x), we have

ψ
(
z′, z′ − z

)
� 0, ∀z ∈ T (x) (3.1)

and

ψ
(
z′′, z′′ − z

)
� 0, ∀z ∈ T (x). (3.2)

Set zλ = λz′ + (1 − λ)z′′ for all λ ∈ [0,1]. Then zλ ∈ T (x). Since ψ :Rm ×R
m → R

is subodd and monotone, by Proposition 2.1, we get

ψ
(
z′, z′ − z

) + ψ
(
z, z − z′) � 0, ∀z ∈ T (x) (3.3)

and

ψ
(
z′′, z′′ − z

) + ψ
(
z, z − z′′) � 0, ∀z ∈ T (x). (3.4)

From (3.1)–(3.4), it follows that

ψ
(
z, z − z′) � 0, ∀z ∈ T (x)

and

ψ
(
z, z − z′′) � 0, ∀z ∈ T (x).

In view of condition (i), we have

ψ(z, z − zλ) � λψ
(
z, z − z′) + (1 − λ)ψ

(
z, z − z′′) � 0, ∀z ∈ T (x). (3.5)

Put zt = tz + (1 − t)zλ for all t ∈ (0,1) and z ∈ T (x). So, zt ∈ T (x). Then

0 = ψ(zt ,0) = ψ(zt , zt − zt ) � tψ(zt , zt − z) + (1 − t)ψ(zt , zt − zλ). (3.6)

From (3.5) and (3.6), we have

tψ(zt , zt − z) � 0,

that is, ψ(zt , zt − z) � 0 for all z ∈ T (x). This, together with condition (ii), yields
that

ψ(zλ, zλ − z) � lim inf
t↘0

ψ(zt , zt − z) � 0, ∀z ∈ T (x),

that is, ψ(zλ, zλ − z) � 0 and so, zλ ∈ M(x). Thus M(x) is convex.
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Step 2. We show that M(x) is closed. Take any sequence {zk} ⊆ M(x) with
zk → z0. Then z0 ∈ T (x) and

ψ(zk, zk − z) � 0, ∀z ∈ T (x).

Since ψ :Rm ×R
m → R is subodd and monotone, from Proposition 2.1, we have

ψ(zk, zk − z) + ψ(z, z − zk) � 0, ∀z ∈ T (x)

and so,

ψ(z, z − zk) � 0, ∀z ∈ T (x).

This, together with condition (i), shows that

ψ(z, z − z0) � lim sup
k→∞

ψ(z, z − zk) � 0, ∀z ∈ T (x).

Similarly to Step 1, set zl = lz + (1 − l)z0 for all l ∈ (0,1). Clearly, zl ∈ T (x). Con-
sequently,

0 = ψ(zl,0) = ψ(zl, zl − zl) � lψ(zl, zl − z) + (1 − l)ψ(zl, zl − z0).

This implies that

ψ(zl, zl − z) � 0, ∀z ∈ T (x).

Take into account the condition (ii), we derive that

ψ(z0, z0 − z) � lim inf
t↘0

ψ(zl, zl − z) � 0, ∀z ∈ T (x).

This shows that z0 ∈ M(x). Therefore, M(x) is closed. �

Next, we prove the existence of solution to (LSVI).

Theorem 3.3 Let T : K → 2R
m

be convex and compact-valued, ψ : Rm × R
m → R

be subodd and pseudomonotone. Assume that the following conditions hold:

(i) the function z �→ ψ(·, · − z) is concave and usc;
(ii) for each z ∈R

m,ψ(·, · − z) is lower-hemicontinuous;
(iii) for each w,z ∈R

m,ψ(w, · − z) is lsc.

Then for each x ∈ K , the solution set M(x) of (LSVI) is nonempty and compact.

Proof Since T : K → 2R
m

is convex and compact-valued, for each x ∈ K,T (x) is a
convex and compact subset of Rm, define two set-valued mappings Γx,Υx : T (x) →
2R

m
by, for each z ∈ T (x),

Γx(z) = {
ν ∈ T (x) : ψ(ν, ν − z) � 0

}

and

Υx(z) = {
ν ∈ T (x) : ψ(z, ν − z) � 0

}
.
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By Theorem 3.1, we have

M(x) =
⋂

z∈T (x)

Γx(z) =
⋂

z∈T (x)

Υx(z)

and

Γx(z) ⊆ Υx(z). (3.7)

Next, we divide the rest proof into two steps:
Step 1. We show that Γx is a KKM mapping on T (x). Suppose by contra-

diction that Γx is not a KKM mapping on T (x). Then there exist a finite subset
{ν1, ν2, · · · , νk} of T (x) such that

co{ν1, ν2, · · · , νk}�
k⋃

j=1

Γx(νj ).

That is, there exists some ν′ ∈ co{ν1, ν2, · · · , νk}, i.e., ν′ = ∑k
j=1 λjνj for some

λj ∈ [0,1], j = 1,2, · · · , k and
∑k

j=1 λj = 1 such that ν′ /∈ Γx(νj ), j = 1,2, · · · , k.
Moreover, we have

ψ
(
ν′, ν′ − νj

)
> 0, j = 1,2, · · · , k.

Therefore,

λjψ
(
ν′, ν′ − νj

)
� 0, j = 1,2, · · · , k, (3.8)

and, for some i ∈ {1,2, · · · , k},
λiψ

(
ν′, ν′ − νi

)
> 0. (3.9)

In view of condition (i), from (3.8) and (3.9), we have

0 = ψ
(
ν′,0

) = ψ
(
ν′, ν′ − ν′) = ψ

(

ν′, ν′ −
k∑

j=1

λjνj

)

�
k∑

j=1

λjψ
(
ν′, ν′ − νj

)
> 0,

which is a contradiction. Therefore, Γx is a KKM mapping on T (x). It follows from
(3.7) that Υx is also a KKM mapping on T (x).

Step 2. We show that Υx is closed-valued. For each z ∈ T (x), let any sequence
{νn} ⊆ Υx(z) such that νn → ν0. Then

ψ(z, νn − z) � 0.

By condition (iii), we have

ψ(z, ν0 − z) � lim inf
n→+∞ψ(z, νn − z) � 0.

This shows that ν0 ∈ Υx(z) and so, Υx(z) is closed. Observe that T (x) is compact
and Υx(z) ⊆ T (x). Therefore, Υx(z) is compact. By Lemma 2.1, we have

M(x) =
⋂

z∈T (x)

Γx(z) =
⋂

z∈T (x)

Υx(z) �= ∅
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and so, M(x) is compact. To sum up, for each x ∈ K , the solution set M(x) of (LSVI)
is nonempty and compact. �

Next, we show that the inducible region IR is nonempty and compact.

Corollary 3.1 Let K be a nonempty compact and convex subset of Rn, T : K →
2R

m
be closed convex and compact-valued, and ψ : Rm × R

m → R be subodd and
pseudomonotone. Assume that for each z ∈ R

m,ψ(·, · − z) is convex and lsc, and
conditions (i), (iii) of Theorem 3.3 hold. Then IR is nonempty compact.

Proof It immediately follows from Proposition 2.5 and Theorem 3.3 that IR is
nonempty and compact. �

If the conditions of Theorem 3.3 are strengthened, we can get the uniqueness of
solution to (LSVI).

Theorem 3.4 Let T : K → 2R
m

be convex and compact-valued, ψ : Rm × R
m → R

be subodd and strictly monotone. Assume that the following conditions hold:

(i) the function z �→ ψ(·, · − z) is concave and usc;
(ii) for each z ∈R

m,ψ(·, · − z) is lower-hemicontinuous;
(iii) for each w,z ∈R

m,ψ(w, · − z) is lsc.

Then for each x ∈ K , the solution set M(x) of (LSVI) is a singleton.

Proof For each x ∈ K , from Theorem 3.3, the solution set M(x) �= ∅. Suppose that
the solution set M(x) is not a singleton. That is, there exist z∗

1, z
∗
2 ∈ M(x) such that

z∗
1 �= z∗

2. Then

ψ
(
z∗

1, z
∗
1 − z

)
� 0, ∀z ∈ T (x)

and

ψ
(
z∗

2, z
∗
2 − z

)
� 0, ∀z ∈ T (x).

Moreover, we have

ψ
(
z∗

1, z
∗
1 − z∗

2

)
� 0 (3.10)

and

ψ
(
z∗

2, z
∗
2 − z∗

1

)
� 0. (3.11)

According to Proposition 2.2, we have

ψ
(
z∗

1, z
∗
1 − z∗

2

) + ψ
(
z∗

2, z
∗
2 − z∗

1

)
> 0. (3.12)

It follows from (3.10) and (3.12) that

ψ
(
z∗

2, z
∗
2 − z∗

1

)
> 0,

which contradicts (3.11). �
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Remark 3.2 Compared with Lemma 5.2 of Fang and Hu [30], the strong monotonic-
ity is relaxed to the strict monotonicity, and the positive homogeneity of ψ with
respect to the second variable is also removed. Moreover, the suboddness and strict
monotonicity of ψ could not be relaxed to the monotonicity (see, Example 3.1), the
strict monotonicity of ψ could not be relaxed to the monotonicity (see, Example 3.2)
in Theorem 3.4.

Example 3.1 Let R
n = R

m = R = (−∞,+∞), K = [−1,1]. For each x ∈ K ,
T (x) = [x,1] and ψ(z, z − ν) = 〈−(ν + z), z − ν〉 for z, ν ∈ T (x). Clearly, ψ is
monotone and is not subodd and strictly monotone. Moreover, the conditions (i)–(iii)
of Theorem 3.4 are satisfied. However, M(x) = {−1,1} for x = −1.

Example 3.2 Let R
n = R

m = R = (−∞,+∞), K = [−1,1]. For each x ∈ K ,
T (x) = [x,1] and ψ(z, z − ν) ≡ 0 for z, ν ∈ T (x). Clearly, ψ is monotone and sub-
odd. Moreover, the conditions (i)–(iii) of Theorem 3.4 are satisfied. But M(x) =
[x,1] for all x ∈ K \ {1}.

The following result is a direct consequence of Theorem 3.4.

Corollary 3.2 Let T : K → 2R
m

be convex and compact-valued, ψ : Rm × R
m →

R be subodd and ι-strongly monotone. Assume that the conditions (i), (ii) and (iii)
of Theorem 3.4 hold. Then for each x ∈ K , the solution set M(x) of (LSVI) is a
singleton.

From Theorems 3.2–3.4, it is easy to obtain the following existence theorem of
(BVI).

Theorem 3.5 Let K be a compact and convex subset of Rn and Φ :Rm ×R
n ×R

n →
R be a function. Assume that all conditions of Theorem 3.4 are satisfied, and for each
z ∈ R

m, the following conditions hold:

(i) the function Φ(z, ·, ·) is subodd and pseudomonotone;
(ii) the function y �→ Φ(z, ·, · − y) is concave and usc;

(iii) for each y ∈ R
n,Φ(z, ·, · − y) is lower-hemicontinuous;

(iv) for each x, y ∈ R
m,Φ(z, x, · − y) is lsc.

Then the solution set Θ of (BVI) is nonempty and compact.

Proof By Theorem 3.4, we know that for each x ∈ K , the rational reaction set M(x)

of (LSVI) is a singleton. The rest proof is similar to that of Theorem 3.3 and so
omitted here. �

Remark 3.3 Generally speaking, the optimal solution of (BVI) is not unique, even
though the lower-level variational inequality has a unique solution.

Example 3.3 Let Rn = R
m = R = (−∞,+∞), K = [−1,− 1

2 ], T (x) = [x,1] for
x ∈ K , and let ψ(z, z − ν) = 〈ez, z − ν〉 and Φ(z, x, x − y) = 〈−(z + 1)(2z + 1)xez,
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x − y〉 for z, ν ∈ T (x), x, y ∈ K , where e is the base of natural logarithms. It
is easy to verify that all conditions of Theorem 3.5 are satisfied. Simple compu-
tation allows that for each x ∈ K , the rational reaction set M(x) = {x} and so,
Θ = {(− 1

2 ,− 1
2 ), (−1,−1)}. This shows that if the upper-level decision maker gives

a decision x, the rational reaction set M(x) of (LSVI) is a singleton and the optimal
solution set Θ of (BVI) is nonempty and compact. But the optimal solution of (BVI)
is not unique.

Example 3.4 Let Rn = R
m = R = (−∞,+∞), K = [−1,− 1

2 ], T (x) = [x,1] for
x ∈ K , and let ψ(z, z−ν) = 〈ez, z−ν〉 and Φ(z, x, x−y) = 0 for x, y ∈ K,z ∈ T (x).
By computation, for each x ∈ K , the rational reaction set M(x) = {x} and Θ =
{(− 1

2 ,− 1
2 ), (−1,−1)}. That is, the optimal solution set Θ of (BVI) is not a singleton.

4 A Penalty Function Method for (BVI)

In this section, we shall transform the (BVI) (2.1)–(2.2) into one-level variational
inequalities by the gap function of (LSVI). We also show that (BVI) is equivalent to
a one-level variational inequality under some suitable conditions.

We now define the functions g : Rn ×R
n → R and f : Rm ×R

n → R by, respec-
tively,

gγ (x, x − y) = inf
z∈T (x)

[
Φ(z, x, x − y) + γf (z, x)

]
, x, y ∈ R

n

for some γ > 0, and

f (z, x) = sup
ν∈T (x)

ψ(z, z − ν), (z, x) ∈ R
m ×R

n.

Remark 4.1 For each x ∈ K , z ∈ M(x) if and only if f (z, x) = 0; Moreover,
f (z, x) � 0 for all z ∈ T (x). We say that the function f is a parametric gap func-
tion. So, f will be referred as a penalty function.

For γ > 0, we consider the following parametric variational inequality defined by
bifunction (PVI)γ : find x ∈ K such that

gγ (x, x − y) � 0, ∀y ∈ K. (4.1)

Denote the solution set of (PVI)γ by Sγ .

Theorem 4.1 (x, z) ∈ Θ ⇒ x ∈ Sγ .

Proof Assume that (x, z) ∈ Θ . Then x ∈ K,z ∈ T (x),

ψ(z, z − ν) � 0, ∀ν ∈ T (x)

and

Φ(z, x, x − y) � 0, ∀(y, z) ∈ IR.
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Moreover, we have

f (z, x) = sup
ν∈T (x)

ψ(z, z − ν) � 0, (x, z) ∈ IR.

Therefore, for any γ > 0,

gγ (x, x − y) = inf
z∈T (x)

[
Φ(z, x, x − y) + γf (z, x)

]
� 0, ∀y ∈ K.

This implies that x is also a solution of (PVI)γ and so, x ∈ Sγ . �

Theorem 4.2 Assume that all conditions of Theorem 3.4 hold. If x ∈ Sγ , then for
each z ∈ M(x), (x, z) ∈ Θ .

Proof Let x ∈ Sγ . Then, there exists some γ > 0 such that

gγ (x, x − y) = inf
z∈T (x)

[
Φ(z, x, x − y) + γf (z, x)

]
� 0, ∀y ∈ K.

Since T : K → 2R
m

is compact-valued, there exists zγ ∈ T (x) such that

Φ(zγ , x, x − y) + γf (zγ , x) � 0, ∀y ∈ K. (4.2)

In view of Φ(zγ , x, x − x) = Φ(zγ , x,0) = 0, from (4.2), f (zγ , x) � 0. Moreover,
we have

f (zγ , x) = sup
ν∈T (x)

ψ(zγ , zγ − ν) � 0,

that is,

ψ(zγ , zγ − ν) � 0, ∀ν ∈ T (x).

Consequently, (x, zγ ) ∈ IR. By Theorem 3.4, M(x) = {zγ }. Again from Remark 4.1
and (4.2), we have

Φ(zγ , x, x − y) � 0, ∀y ∈ K

and hence,

Φ(zγ , x, x − y) � 0, ∀(y, zγ ) ∈ IR.

Therefore (x, zγ ) ∈ Θ . �

From Theorems 3.5, 4.1 and 4.2, we can obtain the existence of solution for (PVI).

Corollary 4.1 If all conditions of Theorem 3.4 hold, then (x, z) ∈ Θ ⇔ x ∈ Sγ .

Corollary 4.2 If all conditions of Theorem 3.5 are satisfied, then Sγ is nonempty and
compact.
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5 Algorithm and Convergence Analysis

In this section, we first present an algorithm for (BVI) (2.1)–(2.2) from the theoretical
point of view, and then consider the limiting behavior of a sequence generated by the
algorithm. We shall solve (BVI) (2.1)–(2.2) by solving a sequence of approximation
problems (PVI)γ (4.1) with γ > 0. Based on this fact, we propose the following
iterative algorithm to compute the approximation solution of (BVI) (2.1)–(2.2).

Algorithm 5.1

Step 1. Take {γk}k∈Z+ ⊂ (0,+∞) and γk ↗ +∞, where Z+ is the set of all nonneg-
ative integers. Choose x0 ∈ K arbitrarily. Let the tolerance ε � 0, k = 0 and go to
Step 2.

Step 2. Given xk ∈ K , if

∃zk ∈ T (xk), Φ(zk, xk, xk − y) + γkf (zk, xk) � ε, ∀y ∈ K, (5.1)

then stop and output xk and zk . Otherwise, take zk ∈ T (xk) such that

f (zk, xk) � f (z, xk), ∀z ∈ T (xk), (5.2)

and go to Step 3.
Step 3. Compute xk+1 ∈ K .

Find zk+1 ∈ T (xk+1) such that

f (zk+1, xk+1) � max

{
0,

1

γk

f (zk, xk)

}
, (5.3)

and

Φ(zk+1, xk+1, xk+1 − y) � ε, ∀y ∈ K. (5.4)

Step 4. Set k := k + 1 and go to Step 2.

Let us consider the behavior of a sequence {(xk, zk)} generated by Algorithm 5.1.

Theorem 5.1 Assume that all conditions of Theorem 3.5 hold, for each y ∈ R
m,

the function Φ(·, ·, · − y) is lsc and T : K → 2R
m

is continuous. Then the sequence
{(xk, zk)} generated by Algorithm 5.1 converges to some solution of (BVI).

Proof By Algorithm 5.1, we have

f (zk+1, xk+1) � max

{
0,

1

γk

f (zk, xk)

}
.

This shows that

f (zk+1, xk+1) � max

{

0,

k∏

j=0

1

γj

f (z0, x0)

}

. (5.5)
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Observe that γk ↗ +∞. Set γ̂ = 1. Then there exists a nonnegative integer k̄ such

that γk̄ � γ̂ and so,
∏k̄

i=0
1
γi

is a finite positive number. For any k, k > k̄, from (5.5),

f (zk+1, xk+1) � max

{

0,

k̄∏

i=0

1

γi

·
k∏

j=k̄+1

1

γj

f (z0, x0)

}

. (5.6)

Since T : K → 2R
m

is convex compact-valued, from condition (i) of Theorem 3.4,
we know that f (z0, x0) is finite. This, together with γk ↗ +∞, yields that∏k

j=k̄+1
1
γj

f (z0, x0) ↘ 0. By (5.6), we have

lim sup
k→+∞

f (zk+1, xk+1) � lim sup
k→+∞

max

{

0,

k∏

j=0

1

γj

f (z0, x0)

}

= 0. (5.7)

Observe that {xk}k∈Z+ ⊆ K is compact. Without loss of generality, let xk → x∗ ∈ K .
Owing to T : K → 2R

m
is convex compact-valued and continuous. It follows from

Remark 4.1 that there exists z∗ ∈ T (x∗) such that zk → z∗ and limk→∞ T (xk) =
T (x∗). By Theorem 3.4(ii), we have

f
(
z∗, x∗) � lim sup

k→+∞
f (zk+1, xk+1) � 0.

For each y ∈ R
m, the function Φ(·, ·, · − y) is lsc, we have

Φ
(
z∗, x∗, x∗ − y

)
� lim inf

κ→+∞Φ(zk+1, xk+1, xk+1 − y) � 0, ∀y ∈ K.

Moreover, we get, for any γ > γ̂ = 1,

gγ

(
x∗, x∗ − y

)
� 0, ∀y ∈ K.

That is, x∗ ∈ S . By Corollary 4.1, (x∗, z∗) ∈ Θ . Therefore, the sequence {(xk, zk)}
generated by Algorithm 5.1 converges to some solution of (BVI). �

Remark 5.1 It follows from the proof of Theorem 5.1 that Algorithm 5.1 is exact
penalty method.

We give an example to show how Algorithm 5.1 can be used for finding a solution
of a concrete (BVI).

Example 5.1 Let K,ψ and Φ be the same as Example 3.4, and for each x ∈ K ,
T (x) = [x,−10−15]. (BVI) is defined as follows: find x ∈ K = [−1,− 1

2 ] such that

〈−zxez, x − y
〉
� 0, ∀y ∈

[
−1,−1

2

]
, (5.8)

where z solves the following parametric variational inequality: find z ∈ T (x) =
[x,−10−15] such that

〈
ez, z − ν

〉
� 0, ∀ν ∈ [

x,−10−15]. (5.9)
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Obviously, z = x is the unique solution of parametric variational inequality (5.9) and
so (− 1

2 ,− 1
2 ) is the unique solution of (BVI) (5.8)–(5.9). Solving the (BVI) (5.8)–

(5.9) by Algorithm 5.1, we should firstly transform (BVI) into one-level variational
inequality. For γ > 0, x ∈ [−1,− 1

2 ] and z ∈ T (x) = [x,−10−15], calculating the
formula of penalty functions f and gγ :

f (z, x) = sup
ν∈[x,−10−15]

〈
ez, z − ν

〉 = (z − x)ez,

and so, for each y ∈ [−1,− 1
2 ],

gγ (x, x − y) = Φ(z, x, x − y) + γf (z, x) = ez
(−x2z + xyz + γ z − γ x

)
.

It is easy to see that for each x ∈ K , gγ (x, x − ·) is strictly monotone. We will use
the strict monotonicity of gγ to verify the inequality (5.1) of Algorithm 5.1. Next, we
illustrate the process of solving (BVI) (5.8)–(5.9) by Algorithm 5.1.

Step 1. Take γk = 2 + k. Choose x0 = −1 and the tolerance ε = 10−5.
Step 2. Verify whether there exists z0 ∈ T (x0) = [−1,−10−15] such that (5.1) holds.

By the strict monotonicity of gγ , applying the descent direction method solving the
minimization problem:

min
y∈K

−gγ0(x0, x0 − y). (5.10)

We can conclude that y = − 1
2 , which is an optimal solution of (5.10), but

gγ0(x0, x0 − y) = 1

2e
> ε.

So, pick up z0 = −1 and go to step 3 of Algorithm 5.1.
Step 3. Compute x1 ∈ K .

Find z1 ∈ T (x1) = [x1,−10−15] such that (5.3) holds. Then

f (z1, x1) = (x1 − z1)e
z1 � max

{
0,

1

γ0
f (z0, x0)

}
= 1

2
(x0 − z0)e

z0 = 0.

We can obtain z1 = x1. By (5.4), solving the following minimization problem by
descent direction method:

min
y∈K

−gγ1(x1, x1 − y),

that is,

min
y∈K

−ex1
(−x3

1 + x2
1y

)
.

Hence y = − 1
2 and therefore, for each y ∈ K ,

gγ1(x1, x1 − y) � −x2
1ex1

(
x1 + 1

2

)
.



506 Z. Wan, J.-w. Chen

Solving (5.4) is equivalent to find x1 ∈ [−1,− 1
2 ] such that

−x2
1ex1

(
x1 + 1

2

)
� ε. (5.11)

Again using tangent method, we can obtain a unique solution x1 = − 1
2 such that

(5.11) hold. Then z1 = − 1
2 . Substitute z1 = − 1

2 and x1 = − 1
2 into (5.1), we have

Φ(z1, x1, x1 − y) + 3f (z1, x1) = e− 1
2

(
1

8
+ 1

4
y

)
� ε, ∀y ∈ K.

Then stop and output z1 = − 1
2 and x1 = − 1

2 . That is, (− 1
2 ,− 1

2 ) is a solution of (BVI)
(5.8)–(5.9).

6 Relationships Among (BVI), (SVI) and (VVI)

In this section, we shall discuss the relationships among (BVI), system of variational
inequalities (SVI) and vector variational inequalities (VVI).

We consider the following (SVI) and (VVI) defined by, respectively,

(SVI): find (x, z) ∈ K × T (x) such that
{

Φ(z, x, x − y) � 0, ∀y ∈ K,

ψ(z, z − ν) � 0, ∀ν ∈ T (x).
(6.1)

(VVI): find (x, z) ∈ K × T (x) such that
(
Φ(z, x, ·),ψ(z, ·))((x, z) − (y, ν)

) ∈ −R
2+, ∀(y, ν) ∈ K × T (x), (6.2)

where (Φ(z, x, ·),ψ(z, ·))((x, z) − (y, ν)) = (Φ(z, x, x − y),ψ(z, z − ν)).

It is easy to see that (SVI) and (VVI) are equivalent.

Lemma 6.1 If (x, z) ∈ Θ , then (x, z) is a solution of (SVI) (or (VVI)).

Proof Assume that (x, z) ∈ Θ . Then x ∈ K such that

Φ(z, x, x − y) � 0, ∀y ∈ K,z ∈ M(x).

This implies that (x, z) ∈ K × T (x) such that (6.1) (or (6.2)) holds. Thus, (x, z) is a
solution of (SVI) (or (VVI)). �

Example 6.1 Let Φ(z, x, x − y) = 〈2z + 1, x − y〉, and let K,T and ψ be the same
as Example 2.1. Then

M(x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

{−1}, if x ∈ [−1,− 3
4 ),

{− 3
4 }, if x ∈ [− 3

4 ,− 2
3 ),

{− 2
3 ,− 3

4 }, if x ∈ [− 2
3 ,− 1

2 ),

{− 1
2 ,− 2

3 ,− 3
4 }, if x = − 1

2 .
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After computation, {(− 1
2 ,− 1

2 ), (− 1
2 ,− 2

3 ), (− 1
2 ,− 3

4 )} is the solution set of (BVI).
Clearly, {(− 1

2 ,− 1
2 ), (− 1

2 ,− 2
3 ), (− 1

2 ,− 3
4 )} is also the solution set of (SVI) and

(VVI).

Generally speaking, the converse of Lemma 6.1 may be not true.

Example 6.2 Let Φ(z, x, x − y) = 〈3z + 2, x − y〉, and let K,T and ψ be the same
as Example 2.1. It is easy to verify that {(t,− 2

3 ) : t ∈ [− 2
3 ,− 1

2 )} is the solution set of
(SVI) and (VVI). But (BVI) has no solution.

7 Concluding Remarks

In this paper, we introduce and investigate a general model of bilevel variational
inequalities (BVI) with hierarchical nesting structure, which involves two variational
inequalities where the constraint region of the upper-level variational inequality prob-
lem (called the leader’s variational inequality problem) is implicitly determined by
the lower-level variational inequality (called the follower’s variational inequality) pa-
rameterized in the leader’s decision variable. (BVI) provides a unity framework to
deal with decision processes involving two decision makers with a hierarchical struc-
ture. The relationships between (BVI) and existing bilevel problems are presented.
Subsequently, the existence of solution to (BVI) and (LSVI) are proved without co-
ercivity. The closedness and compactness of solution sets to (BVI) and (LSVI) are
also derived under some suitable conditions. By using the penalty method, we trans-
form (BVI) into one-level variational inequality, and establish the equivalence be-
tween (BVI) and the one-level variational inequality. A new iterative algorithm to
compute the approximate solutions of (BVI) is suggested and analyzed. The strong
convergence of the iterative sequence generated by the proposed algorithm is also
established under some mild conditions. Last but not the least, some relationships
among (BVI), system of variational inequalities and vector variational inequalities
are discussed. These results are new and generalize some recent results in this field.

Throughout this paper, we present the sufficient optimality for (BVI) under the
assumptions which ensure the rational reaction set M(x) is a singleton with respect
to the current decision x of the upper-level decision maker, i.e., (BVI) (2.1)–(2.2) is
studied in the sense of optimism. We say the (BVI) is an optimistic bilevel variational
inequalities whenever the rational reaction set M(x) is a singleton with respect to the
current decision x of the upper-level decision maker. Otherwise, we say the (BVI)
is a pessimistic bilevel variational inequalities. It is worth noting that (LSVI) is a
parametric variational inequalities and so, its solution set is a set-valued mapping with
respect to the upper-level decision variable. Example 2.1 shows that (BVI) may be not
stable, if the rational reaction set M(x) is not a singleton for some fixed x ∈ C(X).
Moreover, (BVI) may exist an optimal solution even though the rational reaction set
M(x) is not a singleton for some fixed x ∈ C(X) (see, Examples 2.2 and 6.1).

For this reason, one shall investigate the behavior of the solution set of (LSVI)
such as lower semicontinuity and upper semicontinuity, and study the sufficient and
necessary conditions under which (BVI) is stable and solvable when the solution of
(LSVI) is not unique.
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Another important topic is how to construct effective and implement algorithms
for (BVI) if the rational reaction set M(x) is not unique for some fixed x ∈ C(X).
However, it is hard to obtain exact solutions in many practical problems. We often
only derive the approximate solution of (BVI). As we know, any approximating se-
quence of solutions generated by algorithm is meaningful whenever the problem un-
der consideration is well-posed. For parametric problems, well-posedness is closely
related to stability. Therefore, it is also deserved to define several appropriate con-
cepts of well-posedness for (BVI) and give some classes of functions such that (BVI)
is well-posed (see, e.g., [1, 30, 31] etc.).

We observe that the upper-level variational inequality (2.1) of (BVI) holds for each
solution of the lower-level one. This constraint has a bit harsh. When the rational
reaction set M(x) is not a singleton for some fixed x ∈ C(X), the leader is allowed to
select the element in M(x) that satisfies its objectives. In this case, we may introduce
and study the following relaxed bilevel variational inequalities: find x ∈ K such that
there exists z ∈ S(x),

Φ(z, x, x − y) � 0, ∀y ∈ K, (7.1)

where S(x) is the solution set of the following variational inequalities defined by
bifunction with respect to a parameter x: find z ∈ T (x) such that

ψ(z, z − ν) � 0, ∀ν ∈ T (x). (7.2)

It is worthwhile to be consider the existence of solution and algorithms for (BVI)
(7.1)–(7.2) from theoretical and practical point of view. These topics will be done in
the future.

Acknowledgements The authors wish to thank the anonymous referees and associated editor for their
very careful and valuable comments which led to an improved presentation of this manuscript.
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